NOTES FOR SECTION 7.1 AND 7.2

Question: How to find all the eigenvalues and eigenvectors of an n x n
matrix A?

Step 1. Find the characteristic polynomial of A
p(A) = [AMn — Al.
By the fundamental theorem of algebra,
p(A) = (A=A (A=A,
where A1, .-, A, are different constants. Then p(\) = 0 has roots
M, A
They are all the eigenvalues of A.

Step 2. The space of eigenvectors corresponding to the eigenvalue J; is called
the eigenspace of \;, denoted by FE;.

Then
E; = N(\I, — A),
that is the eigenvectors corresponding to A; are the solutions to

()\1In - A)U = 0.

Two important facts:
1. Assume that dimE; = dimN (\;I,, — A) = m;. Then 1 < m; < k;.
2. Assume that {vj, -+, vjm, } is the basis for E; = N(\;I, — A). Then

Ui—i{vi, -+ ,vim,} are linearly independent.

Diagonalization: Assume that A is an n X n matrix, and Ay, Ag, -+, An
are all the eigenvalues of A (counting multiplicity, which means some of
them are the same). Suppose that v; is an eigenvector with respect to A;.
Moreover,

{vi, -+ ,v,} form a basis for R".

Let P = [vy---vy] and
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Then

Hence
P71AP = D.

Definition 1. Two n x n matrices A, B are call similar if there is an in-
vertible n x n matriz P such that

P 'AP =B.
We usually denote it by A ~ B.

Several important facts:
1. A matrix A is diagonalizable if and only if m; = k; for all <.

2. An n x n matrix A has n distinct eigenvalues, then A is diagonaliz-
able.

3. The eigenvalues of a upper/lower triangular matrix are its diagonal
elements.



